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Abstract: Cognitive photonic networks are researched to efficiently solve computationally 
hard problems. Flexible fabrication techniques for the implementation of such networks into 
compact and scalable chips are desirable for the study of new optical computing schemes and 
algorithm optimization. Here we demonstrate a femtosecond laser-written optical oracle 
based on cascaded directional couplers in glass, for the solution of the Hamiltonian path 
problem. By interrogating the integrated photonic chip with ultrashort laser pulses, we were 
able to distinguish the different paths traveled by light pulses, and thus infer the existence or 
the absence of the Hamiltonian path in the network by using an optical correlator. This work 
proves that graph theory problems may be easily implemented in integrated photonic 
networks, down scaling the net size and speeding up execution times. 
© 2018 Optical Society of America under the terms of the OSA Open Access Publishing Agreement 

OCIS codes: (160.2750) Glass and other amorphous materials; (200.4960) Parallel processing; (230.7370) 
Waveguides; (320.2250) Femtosecond phenomena; (350.3390) Laser materials processing. 
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1. Introduction 

More than 2000 NP complete problems (non-deterministic polynomial time complete 
problems) are present in our daily lives [1]. Examples include the clique problem, which 
requires finding the largest subset of people who all know each other in a social network [2], 
or the travelling salesman problem that looks for the shortest possible route that visits each 
city on a map exactly once [3]. The time complexity of an algorithm defines the amount of 
time that the algorithm takes to be run and is a function of the input problem size. NP 
complete problems require exponential time complexity functions (exponential solving times) 
since no polynomial-time algorithms are known for solving them on a non-deterministic 
Turing machine [4]. Typically, a combinatorial graph problem with N nodes requires an 
execution time of 2N times the clock time when solved through brute-force computing. For 
this particular time complexity function and a typical clock speed of 3.6 GHz of an electronic 
computer, a graph containing 10 nodes would require ~300 nanoseconds to be solved, while it 
would take up to 10 years to obtain the exact solution of a graph with 60 nodes. 

Scientists and mathematicians continue to seek more efficient methods for solving time 
demanding problems in reduced execution times. In the past few decades, some alternative 
approaches to conventional combinatorics for a faster solution of NP complete problems have 
been proposed, such as the use of soap bubbles [5], three dimensional microfluidic networks 
[6], protein folding [7–10], quantum [11–15] and DNA computing [16–19]. Optical 
computing has also been explored in different modalities like beam masking [3], free-space 
white light interference [20], time delay networks [21–23] and cognitive photonics [22, 24–
28]. Unfortunately, all these approaches demand an exponentially increasing amount of 
physical resources as the problem size increases. 

With the new advances innanofabrication [29] and silicon photonics [30, 31], a new 
interest in scalable photonic chips capable of solving hard computational problems has 
resurged in the last few years. Time delay networks are a particularly interesting approach 
due to their scalability in integrated photonic platforms. Within this modality, optical oracles 
that solve the Hamiltonian path problem have been proposed [23] and demonstrated [22]. The 
potential of the optical computing scheme allows speeding up execution times by parallel 
processing. One of the weaknesses of this approach, however, is the exponential increase of 
the physical network size with number of nodes. For instance, in the case of the optical oracle 
for the Hamiltonian path problem, the assignment of suitable delays for each node in the 
graph is essential to avoid crossover of the optical signals within the network. For the general 
case of a graph with N nodes and arbitrary connections among different nodes, the optical 
delays between the nodes of the Hamiltonian path must satisfy the following relation: 

1 2
1 1

... 1
N N

j j j N
j j

C T T C C C
= =

= ⇔ = = = =  , where Cj is a non-negative integer representing how 

many times node j has been visited, and N is the total number of nodes in the graph. A 

possible delay assignment is: ( )12 2N j
jT t −= Δ −  with j = 1,2,...,N and Δt being the pulse 

width of the injected pulse. This formula was first proposed by Oltean in [23] and was shown 
to generate a minimal set of optical delays (where the longest delay of the set is the smallest 
possible). It thus provides an efficient way to construct the network without knowing a priori 
whether the Hamiltonian path exists. This formula has already proved its validity in the 
solution of NP complete problems in the context of optical fiber networks [22] and DNA 
computers [32]. 

In a previous proof-of-concept demonstration, an optical fiber oracle was employed to 
find the existence of the Hamiltonian path within a graph by determining the time delay of 
propagating optical pulses [22]. For a 5-node graph, nanosecond optical pulses were used, and 
the longest optical fiber length was 1.3 meters. Inspired by this work, here we explore a new 
pathway to integration and prove down-scaling of the optical oracle network to centimeter 
spatial dimensions and, correspondingly, femtosecond optical pulse domain. In our approach, 
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we implement a Hamiltonian path solution of the travelling salesman problem in a compact 
optical oracle chip by direct laser writing of a coupled optical waveguide network in a 
borosilicate glass substrate. The Hamiltonian path oracle is interrogated optically, by injecting 
laser pulses into the waveguide network that maps the topology of a graphwith four nodes (or 
towns). We then measure the time delay between the output pulses from the laser-written 
photonic circuit. If the Hamiltonian path exists, itsdelay equals the sum of the travel times 
needed to visit all nodes of the network, which is made unique by design. Moving from 
meters of optical fibers [22] towards the millimeter length scale, ultrashort laser pulses in the 
femtosecond time domain are required when interrogating the laser-written optical oracle. 
With this decrease in the physical device size and the reduction of the optical pulse width, 
shorter execution times of the NP computational problems are possible.This first 
demonstration of a laser-written optical oracle on a robust integrated optics platform proves 
the potential for reducing the solving time of computationally hard combinatorial problems 
exploiting the parallelism of light propagation in downscaled optical networks. Thanks to the 
3D writing capability of our fabrication technique, further scaling of the network complexity 
is possible by expanding the graph along the third dimension [33], which would allow new 
designs with larger number of nodes and compactness. 

2. Oracle chip design 

The topology of the laser-written optical oracle is shown in Fig. 1. The photonic chip models 
the Hamiltonian path problem via a unidirectional graph containing four cascaded 2 × 2 
directional couplers, where each coupler plays the role of a node (town), also acting as a beam 
splitter to direct the light to other nodes. The various nodes are connected to each other by 
waveguides. In this network, if we consider the central waveguide as input/output ports, then 
there are three possible paths that can be traveled by a single injected optical pulse: path A 
(dinput →Node 1 → d12→Node 2→ d23→Node 3→ d34→Node 4→doutput), path B (dinput→Node 
1→ d13→Node 3→ d34→Node 4→ doutput) and path C (dinput→Node 1→ d12→Node 2→ 
d24→Node 4→ doutput). To ensure unambiguous pulses arriving from the three possible optical 
paths, a suitable delay selection for each node was performed corresponding to path lengths 
of 99.5 mm, 100.9 mm and 102.3 mm for paths A, B and C, respectively. 

 

Fig. 1. Femtosecond laser-written optical oracle design. The photonic waveguide network 
mimics the topology of a network with four nodes or towns in which each town is a 3-dB 
directional coupler for a 50:50 power splitting ratio. 

Table 1 shows a summary of the various segment lengths that make up each of the three 
paths in the optical oracle. Each node (3-dB directional coupler) has path length of 9.52 mm 
and dinput/output paths are 0.3 mm long. Assuming a refractive index of 1.5 [31], the first optical 
pulse (pulse A) is expected to have an arrival time of 165.8 ps relative to propagation in free 
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space. Under the same assumption, the expected arrival times for pulses B and C are 172.8 ps 
and 179.6 ps, respectively. Related to downscaling and integration of the optical network, 
ultrashort optical pulses with pulse durations below ~6 ps are required for the resolution of 
the problem since the minimum time delay for paths B and C is 6.8 ps. 

Table 1. Waveguide path lengths designed for the oracle chip. 

 d12 (mm) d13 (mm) d23 (mm) d24(mm) d34 (mm) Total time (ps) 
Path A 0.2 - 47.0 - 13.6 165.8 
Path B - 58.1 - - 13.6 172.8 
Path C 0.2 - - 72.9 - 179.6 

The photonic chip was fabricated in a 100 × 100 × 1 mm3 borosilicate glass 
(EAGLE2000, Corning) substrate by using femtosecond laser writing. EAGLE2000 glass was 
previously shown to enable low propagation losses in the near infrared from 800 nm to 1550 
nm wavelength [34, 35]. The parameters chosen for the directional couplers coincide with a 
power splitting ratio of 50% at the output of each arm. Every directional coupler of the oracle 
chip was fabricated with an S-bend geometry of 40 mm radius of curvature and a separation 
distance between the two nearby waveguides of 7 µm with a length of 700 µm each. Results 
after a proper characterization reported waveguides with nearly circular single modes of 6.5 
µm × 7.1 µm as a MFD when guiding light at 800 nm wavelength, which is similar to the 
MFD for waveguides written in EAGLE2000 by other groups [35, 36]. The waveguides 
presented a propagation loss of 0.9 dB/cm and a total insertion loss for the entire oracle chip 
of 10.6 dB (considering 0.4 dB coupling loss/facet and 1.39 dB bend loss in the directional 
couplers). See Appendix for further fabrication details. 

3. Characterization of the optical oracle 

Since time delays between consecutive optical pulses within the oracle chip are ~6 ps, the 
optical problem can be resolved for input pulse widths shorter than this value. The use of 
ultrashort pulses, requires an ultrafast optical technique for the detection of the output pulses 
travelling through the oracle.An optical cross-correlation technique [37] was used to study the 
pulse distribution in time from the optical oracle by using an 800-nm wavelength Ti:Sapphire 
femtosecond oscillator having ~200 fs pulse width (FWHM), 1 nJ pulse energy and 80 MHz 
repetition rate. The output of the laser was split into two separate beam paths as shown in Fig. 
2(a). 

For the signal arm, 70% of the power from the original laser beam was coupled into 
optical oracle chip using a 0.16-NA microscope objective. A 0.25-NA lens was used to 
collect light at the output of the oracle. Optical spectra collected before and after the optical 
oracle confirms there is no noticeable self-phase modulation of the ultrashort pulses along the 
waveguides, which have a peak intensity of 10 GW/cm2 when coupled to the oracle. 

The remaining 30% of the light goes to the reference arm which is optically delayed via a 
motorized linear stage with an accuracy of 2 µm. After this, the two beams are non-
collinearly focused by a f = 75 mm plano-convex lens onto a 2 mm length BBO crystal cut at 
an angle of 30°. A SCHOTT BG39 color glass filter is used for blocking the fundamental 
beams at 800-nm wavelength while an iris is used to remove the steady-state second harmonic 
signals. The resulting second harmonic cross-correlated signal is collected by a silicon 
photodiode detector, connected to a lock-in amplifier to discriminate the signal from the 
noise. 

The optical cross-correlation setup was used to study two different oracle samples, a 
complete one (containing the Hamiltonian path), and a control sample in which the 
Hamiltonian path was intentionally broken with a 20 µm gap inserted along the waveguide 
d23. Results obtained from optical cross-correlation measurements for both cases are shown in 
Fig. 2(b) and Fig. 2(c). Absolute time zero was defined by the autocorrelation signal detected 
in free space, that is when the chip is removed from the correlation setup (top graph in Fig. 
2(b)). As shown in Fig. 2(b), the time between the generated autocorrelation signal and the 
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first output pulse from the optical chip is 163 ps, in good agreement with expected theoretical 
value of 165.8 ps (Table 1). This time delay is equivalent to a distance of 24.45 mm, 
corresponding to the total optical path length of path A. 

 

Fig. 2. (a) Optical cross-correlator setup for time resolved measurements. (b) Optical 
autocorrelation measured in free space, and after propagation in the oracle chip and in the 
control sample, respectively. (c) Femtosecond output pulses in time domain detected from 
oracle chip and control sample. The node number visited by each pulse is indicated next to 
every peak. 

From the cross-correlation measurements of the oracle chip, three output peaks are 
detected (red curves in Fig. 2(b) and Fig. 2(c)), with absolute time delays |ΔtA→B| = 7.3 ps, 
|ΔtB→C| = 7.3 ps and |ΔtA→C| = 14.7 ps. The output pulse arrival times are 163 ps, 170.3 ps and 
177.7 ps for peaks A, B and C, respectively. These experimentally measured arrival times are 
in excellent agreement with the theoretical design values (Table 1). The time of arrival of 163 
ps corresponds, by design, to the Hamiltonian path travelled by pulse A, in which all the 
nodes in the graph are visited exactly once. 

From the cross-correlation of the control sample (blue curves in Fig. 2(b) and Fig. 2(c)), 
peak A disappears indicating the absence of the Hamiltonian path. Peaks B and C are present 
since paths B and C still are inscribed into the encoding scheme. 

4. Summary 

In summary, we have realized the first integrated laser-written optical oracle based on time 
delay networks for the solution of the Hamiltonian path problem. Direct laser writing 
technique is a promising tool for the implementation of different NP computational problems 
into compact glass substrates as optical analog devices. Inscription of specific graph schemes 
through this fabrication method enables integration and scalability of the optical network in 
comparison with graphs based on optical fiber connections. Future designs could exploit 3D 
patterning and parallel processing, advantages of femtosecond laser writing, to further 
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enhance integration. Based on the waveguide parameters achieved in this work, a 20-node 
graph may be inscribed into a 100 × 100 × 1 mm3 glass substrate by exploiting parallelism of 
the optical network and its third dimension (depth) during fabrication. To enhance 
compactness, two graph layers, containing 10 nodes each, could be connected to each other 
by a curved optical waveguide that inverts the direction of light propagation for the second 
layer. The use of ultrafast optical techniques would be a necessity for the detection of the 
optical signals in this type of device due to the miniaturization of the networks. Assuming 
single point detection at the output of the network, this oracle’s decision time, limited only by 
parallel pulse propagation time within the network, would require ~1 ns in comparison with 
the ~6 µs needed for an electronic computer to find the combinatorial solution considering 
only two-directional nodes and a clock speed of 3.6 GHz. 

5. Appendix 

5.1 Optical waveguide fabrication 

The laser used for waveguide fabrication was a regeneratively amplified Yb:KGW system 
(Pharos, Light Conversion) with 230 fs pulse duration and 1030 nm wavelength. Computer-
controlled, 3-axis motion stages (ABL-1000, Aerotech) interfaced by CAD-based software 
(ScaBase, Altechna) with an integrated acousto-optic modulator (AOM) were used to 
translate the sample relative to the laser to form the desired photonic structures. After a 
careful optimization procedure similar to that described in [38], we found that the best laser 
processing parameters for achieving low-loss waveguides at 800 nm characterization 
wavelength were a 0.42 NA focusing objective, 1 MHz repetition rate, 450 nJ pulse energy 
and a scan speed of 50 mm/s. 

The morphology of laser-inscribed waveguides was characterized using white-light 
optical microscopy in transmission mode (Eclipse ME600, Nikon), revealing the typical core-
cladding structure (Fig. 3(a), (b)) for buried structures fabricated in borosilicate glass at high 
repetition rates [39]. For waveguide transmission measurements, high resolution 3-axis 
manual positioners (Nanomax MAX313D, Thorlabs) were used. The four-axis central 
waveguide manipulator (MicroBlock MBT401D, Thorlabs) enabled longer travel transverse 
displacement. A laser diode at 808 nm wavelength (S1FC808, Thorlabs) was coupled to the 
waveguides using a single-mode fiber (780HP, Thorlabs). At the waveguide output, light was 
coupled to an optical power meter (818-SL, Newport) to measure the power transmitted 
through the waveguide. To capture the near-field waveguide mode profile, a 60× asphere 
(5721-H-B, Newport) was used to image the light to a beam profiler (SP620U, Spiricon). 

 

Fig. 3. Waveguide characterization. (a) Overhead white-light microscopy of a waveguide. Two 
different zones can be clearly differentiated: the core along the central part, where maximum 
change in refractive index is reached, and the cladding at its surrounding. (b) Cross-sectional 
white-light-microscopic image of the waveguide at its end facet. (c) Guided mode at 808 nm 
wavelength with MFD of 6.5 µm × 7.1 µm. 
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Nearly circular single mode waveguides with a MFD of 6.5 µm × 7.1 µm (Fig. 3(c)) were 
observed at 800 nm wavelength, which is similar to the MFD for waveguides written in 
EAGLE2000 by other groups [35, 36]. The waveguide propagation loss was 0.9 dB/cm and 
the total insertion loss for oracle chip was 10.6 dB (including 0.4 dB coupling loss/facet and 
1.39 dB bend loss in the directional couplers). 

5.2 Directional coupler fabrication 

Optical directional couplers with S-bend geometries (Fig. 4(a)) were fabricated over a wide 
range of parameters to determine the optimum bend radius R, separation distance s and 
interaction length L for the oracle chip in Fig. 1. We first studied the bend loss as a function 
of bend radius. Here we define the bend loss as the additional insertion loss in a single arm of 
a double S-bend waveguide compared to a straight waveguide. This loss therefore includes 
pure bend loss from the four arcs and transition loss from the six points where there is an 
abrupt change in curvature. From Fig. 4(b), we found a reasonable trade-off between bend 
loss and device size for a radius of curvature of 40 mm. In Fig. 4(b), we also show a 
comparison with a theoretical simulation performed with RSoft BeamPROP beam 
propagation method (BPM) [40] with a circular step refractive index profile. We selected the 
diameter to be 2.5 µm to match the core diameter in the microscope image in Fig. 3(a) and 
chose a refractive index contrast of Δn = 4.5 × 10−3 as it resulted in a simulated MFD of ~7 
µm, equal to the experimental value. The small discrepancy between the theoretical and 
experimental bend loss in Fig. 4(b) is attributed to the simplified assumption of a step index 
profile, as the actual refractive index profile is more complex, as shown in Fig. 3(b) and also 
reported elsewhere [38, 41]. 

For a bend radius of 40 mm, we then selected the optimum separation distance, s, between 
the two nearby waveguides in a single directional coupler. Experimental characterization 
(Fig. 4(c)) shows that the beat length (lB), the length necessary for a full power oscillation, 
increases with waveguide separation since the coupling coefficient falls off exponentially 
with increasing distance. The discrepancy between simulated and experimental data at s = 10 
µm is attributed once again to the step index profile assumed in the simulation. We selected a 
separation distance of 7 µm for the directional coupler building block to minimize the 
interaction length needed for 3-dB coupling. We could not exploit shorter separation 
distances because below s = 6 µm, we found that directional couplers were more sensitive to 
fabrication fluctuations. At s = 7 µm, the power coupling ratio (CR), defined as the 
normalized power in the cross port waveguide, varies sinusoidally between 0 and 1, as 
predicted by coupled mode theory [42, 43]. An interaction length of 700 µm for a 50:50 
power splitting ratio was selected after fitting the experimental values to a sine square 
function (Fig. 4(d)) [44]. 
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Fig. 4. (a) Directional coupler with S-bend geometry. The different parameters are: pitch 
between access ports, p, radius of curvature, R, separation distance, s, and interaction length, L. 
P0 represents the optical input power injected into a single arm while P1 and P2 are the through 
and cross output port powers, respectively. (b) Experimental and simulated bend loss as a 
function of bend radius for a S-bend waveguide. (c) Beat length as a function of the separation 
distance. (d) Experimental power coupling ratio versus interaction length for a separation 
distance of s = 7 µm. The dot lines in blue indicate a 50% power coupling ratio at an 
interaction length of 700 µm. 
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